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Abstract

The latest advancements in Neural Networks and Artificial Intelligence
have allowed for the development of new ways of processing astronomical
data. In this paper, we use astronomical data available from comets to
create various Neural Network models, that we later compare based on
their accuracy and efficiency. The Neural Network models are created
using TensorFlow, Python and Keras, and the data is based on Category C
comets, which is openly available thanks to NASA’s Solar and Heliospheric
Observatory (SOHO).

1 Introduction

Astronomy-related data has been
growing exponentially for a number
of years thanks to the rise of new tele-
scopes, technology and image process-
ing.

Thanks to the rise of Artificial Neu-
ral Networks (ANNs) and new im-
age recognition techniques using Ar-
tificial Intelligence (AI), astronomers
and computer scientists have been able
to identify and create new mecha-
nisms to categorize astronomical bod-
ies. These mechanisms include the rise
of AI projects such as StarcNet [10]
and Morpheus [2], which identify star
clusters and classify galaxies morpho-
logically, respectively.

However, there is a lack of neu-
ral networks dedicated to detecting or
identifying specific astronomical bod-

ies such as black holes, comets, and
even new stars; while the data to cre-
ate these networks is already available
and growing. And although there con-
tinue exist roadblocks such as the lack
of documentation and the difficulty of
processing such large datasets, there is
a need for an approach that could be
more computer-based.

Therefore, this paper will evaluate
a variety of Artificial Neural Networks
in regards to their accuracy for identi-
fying Category C comets. These types
of comets are notoriously faint and dif-
ficult to identify by humans, which
strengthens the need for a more auto-
mated approach that can utilize exist-
ing data for predictions [7].
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2 Related Work

As mentioned before, some work has
been done in the area, specially in
regards to the classification of spec-
troscopy data, and the creation of new
tools such as astroML, which help to
use the available datasets and existing
machine learning algorithms for multi-
ple applications, such as density and
magnitude estimations, or classifica-
tion of galaxies [14].

Additionally, there has been re-
search that utilizes these neural net-
work tools in astronomy, such as the
application of Convolutional Neural
Networks (CNNs) to estimate the red-
shift of galaxies [11] and the improve-
ment of resolution in cosmological sim-
ulations thanks to AI [8]. In regards
to astronomical image data, Morpheus
has been detecting and characteriz-
ing galaxies since its inception, utiliz-
ing Python and TensorFlow for Deep
Learning [2]; while StarcNet has been
useful for identifying star clusters in
galaxies, using a CNN [10].

Moreover, in terms of smaller astro-
nomical bodies, there has been some
work done identifying potential as-
teroids that could impact the Earth,
thanks to the development of an ANN
by Hefele et al [3].

Outside of the astronomy field
there has been some research on Multi-
input CNNs, which are essential for
this problem, as the data used requires
multiple images per comet. The re-
search on Multi-input CNNs includes
varied applications such as classifica-
tion of microscopy images for studying
cell biology, and the grading of flow-
ers for managing greenhouses. These
applications use different approaches
to multi-input CNNs: while the mi-
croscopy images use a combination of

pooling layers and Multiple Instance
Learning (MIL) [5], the grading of
flowers use a more common three-input
model that utilizes a traditional CNN
[12]. These approaches to Multi-input
CNNs were useful as a basis to the
model used in this paper.

3 Dataset

The dataset for this problem is com-
posed of multiple images per comet,
which were gathered from the NASA’s
Solar and Heliospheric Observatory
(SOHO)[7].

The training dataset consists of
about 2000 comets, and each comet
contains at least one .FITS image. Ev-
ery .FITS image has a size 1024x1024,
and by standard it is only single-
channel, with each pixel representing
brightness –i.e., a gray-scale image.

However, because of the faintness
of these Category C comets, it is nec-
essary to use at least 5 images to
avoid problems with instrument noise,
as it could lead to misidentified comets.
Therefore, the models for this research
only use comets with at least 5 images.

This dataset also included a ground
truth file, which was used for the train-
ing, as it specifies the location of the
comet on each image, as a pixel coor-
dinate.

This truth data was loaded in
Python [13], using the existing libraries
for opening text data. Afterwards, the
data was stored in a Python dictio-
nary for easy access, in which each key
represented the comet number. This
comet number was then mapped to an-
other dictionary, which contained the
filename of each image as well as the
pixel coordinates of the location of the
comet.
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Figure 1: Neural Network architecture for the Model, which consists of 4 layers,
with one 5-input layer and one 2-output layer. The hidden layers are consisted
of 7 nodes each.

4 The Main Model

As specified on the Related Work
section, we had to envision a Neu-
ral Network that allows for the input
of multiple images; therefore, Multi-
input CNNs are the strongest option,
as they are mainly used in similar prob-
lems, such as the Flower Grading ex-
ample mentioned before.

With the help of Python [13], Ten-
sorFlow [6] and various other libraries
[9] [1] it was possible to create an initial
CNN that was trained on the images
provided.

Because of the nature of the prob-
lem, which would give as a solution
a tuple with the coordinates of the
comet, the model was based on Re-
gression techniques designed for Ten-
sorFlow, although more sophisticated
techniques can be explored in future
research, such as Bayesian regression,
which are used in multiple examples on
astroML [4].

To avoid problems with the input
variable size, the Neural Network was
created with 5 input nodes, that would
allow for the detection of the comet per
NASA’s specifications.

These input nodes take one .FITS
image per node, which were converted
to TensorFlow tensors using the tf-fits
package [9]. This allows for easier han-
dling of the .FITS images.

Additionally, the network is com-
posed of 2 distinct Dense hidden lay-
ers, each with 7 nodes. The quantity
of the layers and the nodes were cho-
sen as related examples in astroML use
this configuration; but other configura-
tions can be tested for future research.

One main drawback to the model
is the storage and computing require-
ments; hence it was trained with 100
comets instead of the full set, as the
machine used had some limitations.
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5 Results

Based on the main network defined
above, we utilized three main loss
functions, and evaluated them based
on their performance for this prob-
lem. The performance was gathered
through 70 epochs, to evaluate their
accuracy and loss with the dataset.
Training past 70 epochs did not im-
prove any particular results, hence
these are the best networks

Figure 2: The accuracy of the Mean
Squared Error function.

The network that utilized the Mean
Squared Error loss function gave an
accuracy of about 60% after the 70
epochs were done. The loss also im-
proved dramatically throughout the
epochs, although it was still higher
than anticipated. This could be due
to a number of factors, but an impor-
tant one to highlight is the sheer size
per image, and the Mean Squared Loss
having usually bigger loss sizes due to
its squared formula.

Figure 3: The accuracy of the Mean
Absolute Error function.

On the other hand, the network
with the Mean Absolute Error loss
function gave a much lower loss at the
end of the 70 epochs, while it also im-
proved throughout each epoch (from
1252.29 on the first epoch, to 317.30 on
the last one). The lower loss compared
to the Mean Squared Error was ex-
pected, because of the difference in the
formulas to calculate them [6]; how-
ever, the accuracy also improved to
about 75%, which is significant in com-
parison with the Mean Squared Error
neural network.

Figure 4: The accuracy of the Mean
Absolute Percentage Error function.

Lastly, the Mean Absolute Percent-
age Error network did not perform
very well. Although the loss was not
very big (with a last epoch loss of
211), its accuracy was very unreliable,
as it bounced between 35% and 60%
between epochs. Additionally, while
all the other neural networks had ma-
jor improvements on their accuracy
throughout epochs, this network was
the exception. Hence, this loss func-
tion is not an ideal candidate for this
particular problem.

4



Figure 5: The losses for all three networks tested.

6 Conclusion

We conclude that a Neural Network is
a viable way for identifying Category C
comets. Additionally, through testing,
it was possible to compare these net-
works, and based on the data gathered
through the accuracy and the losses,
it is suggested that a network with a
Mean Absolute Error loss function can
be more effective towards building an
accurate model for this problem.

Moreover, there exist multiple av-
enues for further exploration on this
topic, starting with the application of
other types of networks, such as the
MIL network utilized for microscopy
[5], or networks in the TensorFlow
framework, such as Recurrent Neural
Networks [6]; the use of different nodes
and techniques, such as Flatten nodes
and Concatenation; and the use of dif-
ferent activation functions.
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